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1. Introduction

Assessment of cardiac liability with respect to life threatening ventricular tachydysrhythmias presumably due to delayed ventricular repolarization (e.g., Torsade de Pointes [TdP]) of new compounds is becoming an increasingly important component of pre-clinical and clinical drug development. Lengthening of QT interval corrected for heart rate (QTc interval), representing the duration of ventricular depolarization and subsequent repolarization on a 12-lead surface electrocardiogram (ECG) in clinical trials, is commonly used as a surrogate biomarker for an increased risk of TdP during clinical use of the compound.

The International Conference on Harmonization (ICH) published a guidance document (ICH E14, Clinical Evaluation of QT/QTc Interval Prolongation and Proarrhythmic Potential for Non-Antiarrhythmic Drugs) to describe strategies for the evaluation of cardiac safety of drugs in clinical development. This document introduced a new approach to the assessment of proarrhythmic potential of new, non-cardiac drugs with systemic bioavailability (thorough QT study). The objective of this study is “to determine whether the drug has a threshold pharmacologic effect on cardiac repolarization, as detected by QT/QTc prolongation” (ICH E14, Section 2.2). Although ICH E14 specifies requirements for a “negative study” (one demonstrating absence of effect on ventricular polarization), the document provides little guidance on the details of design of a thorough QT study or analysis of data collected in such a study.

This white paper discusses design and analysis considerations in thorough QT studies. Section 2 briefly summarizes main difficulties with the measurement and analysis of QT interval and provides a high-level description of key features and outcomes of thorough QT studies. Section 3 reviews design elements in thorough QT studies that impact the probability of a negative thorough QT study. Section 4 gives an overview of common approaches to the analysis of QT interval data collected in these studies that also influence the probability of a negative outcome under the assumption that the test drug, as administered, in fact has no effect on ventricular repolarization. It is worth noting that, as in other clinical trials, design considerations and analysis strategies are closely intertwined in thorough QT studies and certain design topics could have been included in the analysis section and vice versa.
2. Thorough QT studies

2.1. Difficulties with QT interval measurement and analysis

To understand the rationale behind and key features of thorough QT studies, it is helpful to review important properties of the QT interval:

- The most challenging problem faced by clinical trial sponsors and regulators is that it is generally quite difficult to measure with precision the length of QT interval. The precision of measurement problem was recognized 50 years ago (Lepeschkin and Surawicz, 1955) when QT intervals were measured using paper ECG recordings and remains unsolved in the era of electronic ECG recordings. The primary reason for this difficulty in precise measurement is that the offset (end) of the QT interval (and to a lesser extent the onset) is on a curve rather than being a distinct, easily identified, point. The problem is essentially equivalent to that of attempting to measure the “side” of a circle, which, of course, has no side.

- Analysis of drug-related QT interval changes is also complicated by the fact that its length depends on the heart rate. We still have a poor understanding of the precise nature of this relationship, not only across populations but even within an individual (Malik, 2001).

- Finally, an inherent variability of QT interval poses significant problems in the analysis of the QT interval. Even with stable heart rate as well as the best QT measurement techniques and QT correction methods, we continue to see a fair amount of variability over very brief time intervals, essentially on a beat-to-beat basis. The variability may be as much as 25 msec over 10 consecutive complexes and yet clinical trial sponsors are interested in detecting differences that may be as small as 5 msec (Malik and Camm, 2001).

2.2. Key features of thorough QT studies

Given the difficulties associated with the measurement and analysis of the QT interval (Section 2.1), regular monitoring of ECG data in clinical trials may not provide a reliable means of detecting small changes in QTc duration that are nevertheless predictive of some degree of risk. Conversely, changes may be observed in clinical trials that are due to benign, random variability and/or measurement/collection artifact. Thorough QT studies were introduced in ICH E14 in an attempt to create a more rigorous framework for the assessment of drug-related QTc prolongation. This is achieved by including the following elements in the design of thorough QT studies:

- Evaluation of the drug’s effect on QTc interval in a strictly controlled environment (healthy subjects without comorbidities are typically enrolled in thorough QT studies).

- Frequent ECG recordings to perform a comprehensive characterization of drug-related QTc changes.
• The QTc effect is evaluated at exposure levels that exceed the anticipated maximum therapeutic exposure (a substantial multiple of the therapeutic dose is typically used).

2.3. Classification of outcomes in thorough QT studies

The outcome of a thorough QT study is classified as negative (no evidence of QTc prolongation) if the upper limit of a one-sided 95% confidence interval (or a two-sided 90% confidence interval) for the largest time-matched mean difference between the test drug and placebo is below 10 msec (ICH E14, Section 2.2.4). It is pointed out in the document that “This definition is chosen to provide reasonable assurance that the mean effect of the study drug on the QT/QTc interval is not greater than around 5 ms.”

This definition serves as a useful starting point in classifying potential outcomes in thorough QT studies. To help individualize the design of a thorough QT study to the molecule of interest, it is helpful to define the following hierarchy of desired outcomes:

• Type 0: The mean treatment difference and upper confidence limit are less than 5 msec.
• Type 1: The mean treatment difference is less than 5 msec and upper confidence limit is between 5 and 10 msec.
• Type 2: The mean treatment difference and upper confidence limit are between 5 and 10 msec.
• Type 3: The mean treatment difference is between 5 and 10 msec and upper confidence limit is greater than 10 msec.
• Type 4: The mean treatment difference and upper confidence limit are greater than 10 msec.

The Type 0 outcome gives the clinical trial sponsor great certainty that the test drug has no impact on QTc prolongation and, as one moves higher in the continuum of outcomes, there is increasingly more evidence that the drug induces QT prolongation. Type 0, 1 and 2 outcomes are consistent with the ICH E14 definition of a negative study and Type 3 and 4 outcomes will indicate that the drug affects ventricular repolarization. The interpretation of the results of a thorough QT study is likely to depend on the population in which the drug is intended to be used and the condition for which the drug is intended to be used. Specifically, a Type 2 outcome might result in adverse labeling and Type 3 and 4 outcomes will be considered unacceptable for a drug intended to treat a relatively benign condition. Thus, a thorough QT study for a drug intended for wide chronic use in a non-life threatening condition, especially if intended for use in children, may need to be customized to ensure a high probability of detecting a Type 0 or a Type 1 outcome (under the assumption that the drug truly does not affect ventricular repolarization) in order to achieve commercially viable labeling or to even achieve approval in some regulatory venues. On the other hand, a thorough QT study with a Type 3 or a Type 4 outcome may have little impact on commercial opportunities for an oncology drug that is of substantial benefit over existing therapies.
To illustrate the impact of the study’s outcome on the product label, consider the thorough QT studies of tadalafil (Beasley et al, 2005) and vardenafil (Morganroth et al, 2004). The first study produced a Type 0 outcome (mean difference, 2.8 msec; 90% CI, 1.2-4.4 msec) whereas the results of the other study were consistent with a Type 2 outcome (mean difference, 6 msec; 90% CI, 5-8 msec, at the supratherapeutic dose, vardenafil 80 mg). The two studies were reviewed by the same division of the FDA but the label language for the two drugs was markedly different:

- The tadalafil label only includes a brief summary of the results of the thorough QT study in the Clinical Pharmacology section.

- The vardenafil label discusses the results of the thorough QT study in the Precautions section. It is stated in the label that the effects of the therapeutic and supratherapeutic doses of vardenafil on QTc prolongation were similar to that of the positive control and patients on antiarrhythmic drugs should avoid using vardenafil.

QTc prolongation demonstrated in a thorough QT study does not necessarily prohibit a drug’s ability to get approved. However, it is critical to design a thorough QT study to provide a comprehensive characterization of the QTc safety profile that will facilitate labeling and risk/benefit assessment. Any degree of QTc prolongation will be considered in the context of the target population, indication and efficacy of the drug (degree of positive impact on public health). As with other potential adverse events, QTc prolongation and the risk of TdP will be judged in the context of potential benefits to determine approvability and appropriate labeling.

2.4. Design and analysis considerations in thorough QT studies

In this short section we will outline main design and analysis considerations in a thorough QT study. Given the definition of a negative study (see Section 2.3), the sponsor can minimize the probability of false-positive and false-negative outcomes by focusing on the following objectives:

- Selecting design elements and study procedures (e.g., QT measurement procedures) that
  - Reduce the variability of point estimates of the treatment effect (standard deviation of point estimates needs to be minimized).
  - Reduce the systematic bias of point estimates of the treatment effect (e.g., if the test drug has no effect on ventricular repolarization, point estimates need to be close to 0).

- Selecting analysis methods with appropriate operating characteristics (adequate power and Type I error rate controlled at a nominal level).

The first objective (appropriate design elements) will be discussed in Section 3. Section 4 will focus on the second objective (appropriate analysis methods).
3. Design considerations in thorough QT studies

Given the difficulties in QT interval measurement and analysis described in Section 2, it is clear that one study design will not fit all molecules in clinical drug development. This is recognized in ICH E14 (Section 1.2): “The investigational approach used for a particular drug should be individualized, depending on the pharmacodynamic, pharmacokinetic, safety characteristics of the product, as well as on its proposed clinical use.” In this section we will go over key design features that may need to be customized in a thorough QT study to help achieve its goals.

3.1. Homogeneous and diverse subject populations

Within acceptable regulatory bounds, it is best to select a homogeneous subject population of healthy subjects. A homogeneous subject population will help reduce the within-subject (intra-subject) variability and, since within-subject variability is the primary determinant of the precision of the measured treatment difference, this will help improve the power of the study.

General exclusion criteria

To achieve a more homogeneous subject population, the trial’s sponsor needs to remove factors that directly contribute to higher degrees of inherent QTc variability, a higher risk of QTc prolongation due to factors other than drug exposure or increase the variability of drug exposure concentrations. For example, the following exclusion criteria can be considered in a thorough QT study:

- Subjects with personal or family history of long QT syndrome, heart failure or hypokalemia.
- Subjects with ECG abnormalities, including abnormal QTc interval and conduction abnormalities that may affect QTc analysis.
- Subjects who smoke.
- Subjects with larger BMI values.

Gender-specific exclusion criteria

The sponsor can also consider restricting the study population to one gender, e.g., males, in order to increase homogeneity; however, this is a fairly complex issue. There are at least four matters that might also interact with one another, several not completely resolved, that bear on the decision to include or exclude females from thorough QT studies. These matters are first enumerated and then discussed in more detail below. These matters are:

---

1 A population of patients with the condition intended as the therapeutic indication may be used in a thorough QT study if the sponsor expects safety concerns such as with a cytotoxic compound intended as an oncolytic. See ICH E14 (Section 2.3) for more information.
• Females have longer QT intervals than males. Although this difference exists, this difference is not a reason to require that females be included in thorough QT studies. QTc duration at baseline is not known to be a factor influencing the likelihood of experiencing QTc prolongation or the magnitude of QTc prolongation when exposed to a QTc prolonging drug. Although a comparable magnitude of QTc prolongation, relative to males, from a greater baseline value, among females, might place females at a greater risk of TdP (because the absolute magnitude of QTc interval influences the degree of TdP risk); a thorough QT study evaluates magnitude of QTc changes rather than the incidence of TdP.

• Females are more likely to develop TdP when exposed to predisposing factor or develop a predisposing factor for TdP relative to males. Some regulators might believe that this is a reason to include females in a thorough QT study. However, this belief represents flawed logic; this is not a reason requiring female inclusion. A thorough QT study does not include the incidence of TdP as an analyzable endpoint (assuming TdP is not observed in any thorough QT study). The real endpoint is a drug-related QTc change and thus excluding females with a greater risk of TdP in the context of equal prolongation of QTc interval does not limit the sponsor’s ability to detect QTc changes.

• Females might display within-subject, systematic variability over time (over the period of the menstrual cycle) that is not displayed by males. Although this has not been definitively established, it is probably the case that females do evidence systematic changes in QTc interval across the menstrual cycle due to hormonal changes as discussed below. This is a clear reason to exclude females from thorough QT studies. This systematic change would introduce variability and would potentially create bias unless appropriate controls were introduced. These controls include the requirement that each female begin each study treatment at the same point within their individual menstrual cycle (in a cross-over study) and a matching of females for points in their menstrual cycles across treatment arms (in a parallel study). Menstrual cycles of different lengths would further complicate the matter. Note also that, not only might there be systematic change in basal QTc interval with the menstrual cycle, but, if females do show greater sensitivity to QTc prolongation (point discussed below), this degree of differential sensitivity, relative to males, may fluctuate over the course of the menstrual cycle.

• Females might or might not display greater QTc prolongation when exposed to a QTc prolonging drug relative to males at the same exposure level (e.g., identical maximum value and area-under-the-curve of plasma drug concentration). It is unclear as to whether females are more sensitive to QTc prolonging effects (greater individual magnitude of prolongation and greater incidence of prolongation as a group with given exposure) as will be discussed below. If they are more sensitive to QTc prolonging effects, this would argue for inclusion of females. However this consideration must be balanced by consideration of the potential for undesirable variability that inclusion of females might bring. Differential sensitivity may well be accounted for and overcome, if the phenomenon exists, through supratherapeutic dosing of males.
As noted above, premenopausal females may add more complexity in that their systematic QT variability may be linked to the phases of their menstrual cycle and/or interaction of the phase of menstrual cycle with autonomic tone (Burke et al, 1997; Hulot et al, 2003; Kadish et al, 2004; Nakagawa et al, 2006). Although these data are not completely consistent, when blockade of sympathetic and parasympathetic activity is accomplished, the relationship between this variability and the phase of the menstrual cycle appears clear (Burke et al, 1998). Even more importantly, the response to Ikr blockers, with respect to QTc length may change in females across phases of the menstrual cycle (Rodriguez et al, 2001). Such systematic, temporally linked within-subject variability in QTc interval is a strong reason to advise against the inclusion of female subjects.

However, as noted above, if females would be more sensitive to the effects of drugs that delay or prolong ventricular repolarization than men, then this gender difference would argue for their inclusion lest a positive finding be possibly missed in a relevant target population. QT/QTc assessment data (Benton et al, 2000; Drici et al, 1998; Drici et al, 2001; Ebert et al, 1998; El-Eraky and Thomas, 2003; Johansson and Carlsson, 2001; Lu et al, 2000; Rong et al, 2001; Shin et al, 2006) suggest that females might show a greater increase in QTc interval than males at a given concentration of a QT prolonging agent. However, it is important to note that

- The data are not consistent.
- Pure Ikr blockers may not show this difference across genders.
- The difference might be accounted for more by changes in QRS length than JT length.
- The magnitude of this difference is small and might be on the order of what might be observed within females with changes in phase of the menstrual cycle.

If there is a difference in the magnitude of QTc changes associated with known QT prolonging agents between males and females, it varies at various stages of the menstrual cycle and ranges from 15 to 44% (Benton et al, 2000; Rodriguez et al, 2003). For example, if a drug were to prolong QTc interval in a male by 10 msec, it might prolong QTc in a female by 11.5 to 14.4 msec, provided there is differential prolongation and depending on the point in the menstrual cycle. Thus, QTc changes associated with the phase of the menstrual cycle might well be greater than QTc changes that would be considered of potential clinical significance in a thorough QT study. On balance, inclusion of females in a thorough QT study would increase undesirable variability.

The bottom line with respect to inclusion of females in thorough QT studies is that this is likely to increase variability and the probability of false positive or false negative findings. As an alternative to including females, with a possible increase in the sensitivity of the assay but with the accompanying possibility of introduction of bias, increasing the dose of the test drug would serve to increase the sensitivity of the study. The increased sensitivity of females, if such an increased sensitivity does exist, is likely due to a decreased tissue concentration of the cardiac ion channels that, when blocked by
a given concentration of the test drug, lead to a delay in ventricular repolarization and in increase in QTc interval.

**Genetic screening**

Finally, to achieve a homogeneous subject population, the trial sponsor can theoretically consider genetic screening mentioned in ICH E14 (Section 4.3); however, it is a very expensive option. In general, it is recommended that the trial sponsor work with the regulatory agency that will be reviewing the study protocol to define an acceptable subject population consistent with the drug’s indication.

### 3.2. Parallel and cross-over designs

The choice of the study design (parallel versus cross-over) is a fairly straightforward consideration. As in other early-phase clinical trials, this decision is driven almost exclusively by pharmacokinetic properties of the test drug. A cross-over design is recommended unless the washout period (the length of which is typically greater than 5 times the drug’s half-life) is excessively long. For example, it may be difficult to retain subjects in a cross-over design with three treatment periods when the washout period is longer than 3 weeks. The length of each treatment period is also an important consideration since it directly contributes to the length of the study. Examples of thorough QT studies with longer treatment periods include dose-titration designs, e.g., duloxetine QT study (Zhang et al, 2007) or designs aimed at evaluating steady-state QTc effects, e.g., tolterodine QT study (Malhotra et al, 2007).

When a cross-over design is employed in a thorough QT study, it is important to ensure that a balanced Williams design is used (Williams, 1949). In a Williams design, each treatment precedes every other treatment, excluding itself, equally often and thus a balance for carry-over effects is achieved. As an illustration, consider a thorough QT study with four treatment groups (placebo, therapeutic and supratherapeutic doses of the test drug and positive control labeled P, T, S and C, respectively). In this case, the number of treatment groups is even and only one square is needed. The four-period, four-sequence Williams design for this thorough QT study is displayed in Table 1. It is instructive to compare this design to the standard Latin square design which is also shown in Table 1. The Latin square design is not balanced, e.g., placebo always precedes the therapeutic dose. Further, to maintain the blinding of the test drug and placebo, the actual treatment randomization sequences should not be defined in the study protocol.
Table 1. Williams and standard Latin square designs for cross-over thorough QT studies with four treatment groups (P, placebo; T, therapeutic dose; S, supratherapeutic dose; C, positive control).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Williams design</th>
<th>Standard Latin square design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence 1</td>
<td>P T S C</td>
<td>P T S C</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>T C P S</td>
<td>T S C P</td>
</tr>
<tr>
<td>Sequence 3</td>
<td>S P C T</td>
<td>S C P T</td>
</tr>
<tr>
<td>Sequence 4</td>
<td>C S T P</td>
<td>C P T S</td>
</tr>
</tbody>
</table>

When the number of treatment groups is odd, two squares need to be used to construct a balanced Williams design, i.e., the number of sequences is twice the number of treatment groups. For example, Table 2 shows the Williams design for a thorough QT study with three treatment groups (placebo, therapeutic dose of the drug and positive control labeled P, T and C, respectively).

Table 2. Williams design for cross-over thorough QT studies with three treatment groups (P, placebo; S, supratherapeutic dose; C, positive control).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Williams design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence 1</td>
<td>P S C</td>
</tr>
<tr>
<td>Sequence 2</td>
<td>S C P</td>
</tr>
<tr>
<td>Sequence 3</td>
<td>C P S</td>
</tr>
<tr>
<td>Sequence 4</td>
<td>C S P</td>
</tr>
<tr>
<td>Sequence 5</td>
<td>P C S</td>
</tr>
<tr>
<td>Sequence 6</td>
<td>S P C</td>
</tr>
</tbody>
</table>

In addition, unbalanced/incomplete cross-over designs can also be considered (e.g., placebo as the first treatment in all sequences). Although these designs translate into less time per individual subject and less total time for the study (e.g., one wash-out period can be eliminated when placebo is the first treatment arm), such designs are not recommended. Such unbalanced designs would not compensate for potential, systematic period effects or carry-over effects. At this time, such designs are likely to receive regulatory authority resistance because of this potential for period effects.
If the study sponsor has to use a parallel-group design, less time commitment from subjects will be required. However, since the analysis of QTc effects in parallel-group studies relies on between-subject comparisons (rather than within-subject comparisons in cross-over studies), the sample size in a parallel-group study will be considerably larger compared to a cross-over study with similar characteristics. As shown in Malik et al (2004), Zhang and Smith (2007) and Zhang, Dmitrienko and Luta (2008), the sample size in thorough QT studies with a parallel-group design can exceed 100 subjects per group whereas the total size in thorough QT studies with a cross-over design is typically less than 100 subjects (unless demonstration of a Type 0 or Type 1 outcome [see Section 2.3] is the goal of the study in which case a cross-over study may require as many as 100 subjects).

Lastly, it is also worth noting that hybrid designs have been discussed in the literature, e.g., Malik et al (2004) described studies with several cross-over groups that are run in parallel. However, it is unclear to what extent these designs will be acceptable from a regulatory perspective.

### 3.3. Single-dose and steady-state designs

It is important to ensure that adequate plasma concentrations can be achieved in thorough QT study. The doses used should be designed to cover the “worst-case” plasma concentrations that are likely to be achieved as a result of either intrinsic or extrinsic factors. The ability to achieve this by supratherapeutic concentrations should result in acceptable labeling. Potential options to achieve this include

- Administering the test drug as a single dose (tadalafil QT study, Beasley et al, 2005). This approach is generally recommended for well-tolerated drugs with no active metabolites.
- Multiple administrations of the drug to achieve a steady state level (darifenacin QT study, Serra et al, 2005). This approach is relevant in the presence of one or more metabolites and/or when the drug is poorly tolerated and requires up-titration to prevent subject discontinuation.
- Combining evaluation of steady state QT effects with determination of a tolerable dose (duloxetine QT study, Zhang et al, 2007). This approach is more suitable when tolerability at higher doses is unknown. In this case, the dose can be selected via within-subject dose-titration (note that the dose-titration component also helps assess the dose-response relationship for QTc effects).

The choice of the number of doses and dose levels in a thorough QT study is driven by several considerations. Although ICH E14 does not require that multiple dose levels be evaluated in a thorough QT study, two dose levels (a therapeutic dose and a

---

2 Such a design has the inherent disadvantage of being an unbalanced design (a lower dose arm always precedes a higher dose arm) but may be a practical necessity with certain poorly tolerated drugs. The alternative with poorly tolerated drugs, or drugs otherwise requiring titration and where it is desirable to study several doses, would be up-titration with evaluation only at one specific dose level.
supratherapeutic dose\(^3\)) are often included in QT studies. This can be done to better understand the dose-response relationship or QTc-exposure relationship (note that it normally takes more than two doses to adequately characterize a dose-response function) if any such relationship exists. In addition, the therapeutic dose can serve as a fallback strategy when there is evidence of QTc prolongation at the supratherapeutic dose. However, if clinically important QTc effects are observed at the supratherapeutic dose, language to this effect will likely be included in the label. In general, if the test drug is unlikely to have a QTc prolongation effect, it is difficult to justify (from an efficiency perspective) an additional, lower dose level (therapeutic dose) in a thorough QT study.

The supratherapeutic dose level is intended to achieve the highest exposure levels anticipated in clinical practice, e.g., exposure levels caused by drug-drug interactions and/or genetic polymorphisms affecting drug metabolism. ICH E14 (Section 2.2.2) states that “if not precluded by considerations of safety or tolerability due to adverse effects, the drug should be tested at substantial multiples of the anticipated maximum therapeutic exposure.” The substantial multiple is typically defined as a 5-fold increase over the recommended therapeutic dose (for instance, a 5-fold multiple was used in the tadalafil QT study, Beasley et al, 2005). Exceptions include cases when tolerability issues are expected at higher doses\(^4\). For example, the supratherapeutic dose examined in the tolterodine QT study (Malhotra et al, 2007) was only 2-fold higher than the therapeutic dose (2 mg versus 4 mg). A higher dose could not be tested in this study because of dose-limiting anticholinergic side effects observed in previously conducted tolterodine trials.

Other methods that might be employed to achieve supratherapeutic concentrations include

- Administration of an additional drug that inhibits the metabolism of the test drug (if the test drug is metabolized through an enzymatic [typically a cytochrome P450 enzyme] pathway for which an inhibitor is available for human administration). This method is described in ICH E14 (Section 2.2.2).
- Use of subjects who are genetically predisposed to poor metabolism of the test drug due to genetic deficiency of an enzyme in the metabolic pathway for the test drug.

We strongly recommend against use of a metabolic inhibitor. Many drugs that do inhibit various cytochrome P450 enzymes are known to have an influence on ventricular repolarization and their administration would therefore confound the observed results of the study (Morganroth, 2005).

---

\(^3\) Examples include the alfuzosin QT study (Extramiana et al, 2005), darifenacin QT study (Serra et al, 2005), tiotropium QT study (Ring et al, 2006), tolterodine QT study (Malhotra et al, 2007).

\(^4\) It is worth noting that, when supratherapeutic exposures are not expected to be achieved in a thorough QT study, regulatory agencies may reserve the right to change the definition of a negative study outcome. Specifically, all available data (including the time course of QTc changes and QTc-exposure relationship) rather than the ICH E14 definition based on a 10-ms threshold may be used to define a negative thorough QT study.
3.4. Choice of positive control

A positive control is included in thorough QT studies to assess the sensitivity of the study in detecting drug-related QT effects (ICH E14, Section 2.2.1). Specifically, the assay sensitivity is established if the control is shown to induce QTc prolongation. A positive control is generally expected to have a moderate effect on QTc interval, in the range of 5-10 msec (greater than the effect observed with placebo), and this effect is expected to be statistically significantly different from the effect of placebo (see Section 4.2 for a detailed discussion of statistical criteria used in the assay sensitivity analysis).

Orally administered moxifloxacin 400 mg is currently the most commonly used positive control. It has been used in the overwhelming majority of thorough QT studies (the tadalafil QT study was the only known exception) mainly because its effect on QTc interval has been well characterized (Demolis et al, 2000). The peak plasma concentration for a single 400-mg dose of moxifloxacin occurs 2 hours after the dose and the maximum QTc effect is achieved slightly after 2 hours post-dose. As reported in recently published summaries of thorough QT studies, the mean maximum effect of this positive control is variable and ranges between 6 and 10 msec.

Ibutilide, administered intravenously at a 0.002 mg/kg rate infusion for 10 min, was the only other positive control used in published thorough QT studies. One of the advantages of ibutilide is that it is relatively easy to control its effect on QTc interval. Unlike moxifloxacin, ibutilide does not produce a delayed response, its maximum QTc effect is close to the end of infusion, QTc interval begins to decline at about 10 minutes post infusion, and prolongation is resolved by about 30 min after the end of infusion (Beasley et al, 2005). However, since it is administered intravenously, ibutilide can complicate blinding of the positive control period or arm.

Blinding of the positive control may be accomplished through the use of the so-called double dummy method. This has been a recent requirement on the part of some regulators but is now being relaxed. The important requirement is for blinding of the individual or individuals who actually perform the measurements that will be used for analysis. Blinding of the positive control might serve to reduce the possibility of an unexpected magnitude of change with the positive control but there is no empirical validation of this theoretical utility. Overall, our experience is that blinding of the positive control is an uselessful burden on the sponsor and the site staff conducting the work with the subjects.

3.5. Control of QT variability

It was indicated in Section 2.4 that one of the main goals of a thorough QT study is the reduction of

- QT measurement variability (due to difficulties in precision of measurement).

---

5 The maximum effect of a single 400-mg dose of moxifloxacin can exceed 10msec (tolterodine QT study, Malhotra et al, 2007).
• Inherent QT variability (due to a large variety of influences, some well known, i.e.,
circadian changes in QTc length, food effect, and others that are occult).

This can be accomplished by controlling/removing known sources of QT variability and
lowering the background QT measurement variability via signal-averaging.

**Controlled environment**

To help remove known sources of QT variability, steps need to be taken to ensure that the
relationship between all temporal activity (eating, drinking, sleeping, exercise timing)
and the ECG collection schedule be identical within subjects (across treatment periods or
arms) and across subjects.

ECG recordings need to be taken in a quiet controlled environment. It is generally
advisable that subjects rest in a supine position for approximately 10 minutes prior to
ECG recordings. Additional factors that need to be taken into account include food
intake. Consumption of a meal has been shown to lengthen QTc interval (Nagy et al,
1997). To prevent the confounding effect of meal consumption, subjects may be required
to fast overnight prior to receiving the test drug and continue fasting until the lunch meal
or until after the pharmacokinetic $t_{\text{max}}$ has been achieved.

**Signal-averaging**

Signal-averaging is used in all thorough QT studies to strengthen the signal by averaging
QTc values collected every 30 seconds to 2 minutes around each point of ECG
acquisition. The number of replicate ECG recording at each time point directly
influences the precision of the results and the power of a thorough QT study (or,
equivalently, the sample size required to achieve a specified power level). In recently
conducted thorough QT studies this number ranged between 3 and $10^6$. In general, the
incremental improvement in the precision of measuring QT interval beyond 6-7 replicates
is very small and thus 3-5 replicates are generally recommended for signal averaging
purposes in thorough QT studies. The larger number of replicates is advised when a
Type 0 or Type 1 outcome is the goal of the study (see Section 2.3).

When selecting the number of replicate ECG recordings in a thorough QT study, it is
important to account for key study features such as the subject population and definition
of the treatment difference (popular treatment difference definitions are discussed in
Section 4.3). As shown in Zhang, Dmitrienko and Luta (2008), the subject population
affects the variance components related to hour-to-hour, day-to-day and other sources of
variability in QTc interval and, along with the treatment difference definition, has a direct
impact on the number of replicate ECGs. As an illustration, consider a thorough QT
study with a cross-over design and suppose the study is designed to achieve 95% power
when the true mean treatment difference is 5 msec. Using Definition D2 of the treatment
difference introduced in Section 4.3, Figure 1 depicts the relationship between the sample
size and number of replicates in a mixed population (males and females). With an

---

6 For example, 3 replicates (tolterodine QT study, Malhotra et al, 2007), 4 replicates (duloxetine QT study,
Zhang et al, 2007), 6 replicates (vardenafil QT study, Morganroth et al, 2004) and 10 replicates (tadalafil
QT study, Beasley et al, 2005).
infinite number of replicate ECGs, 24 subjects are required to achieve the desired power level. To find the largest feasible number of replicates, it is reasonable to set up a window around this sample size, e.g., a 30% window. The upper bound of a 30% window corresponds to 32 subjects, which translates into 4 replicates. Note that the design with 4 replicates provides a considerable reduction (54%) in the required sample size compared to the design with a single ECG recording at each time point. Similar arguments can be used to determine the number of replicate ECGs for other treatment difference definitions and subject populations.

The calculations and results above emphasize the precision of treatment effect estimates. By reducing the background QT measurement variability, the sponsor can also address the second design objective given in Section 2.4, i.e., ensure that the observed estimates of the treatment difference are close to their true values (e.g., the estimates should be near 0 when a placebo is compared to a placebo in a thorough QT study). The bias reduction considerations can therefore guide the selection of the number of replicate ECG recordings, especially in a post-hoc analysis of the data collected in thorough QT studies.

Lastly, when selecting the number of replicates, it is worth keeping in mind that, as the length of the time frame within which replicate ECG recordings are collected extends, it becomes more difficult to control other factors influencing QT intervals such as circadian variability.

### 3.6. ECG acquisition schedule

The number and timing of ECG recordings taken after each dose of the test drug are driven mainly by the pharmacokinetic and pharmacodynamic properties of the drug.
Ideally, the time points for ECG acquisition should be chosen based on the expected time course of drug-related QTc changes, e.g., before, around and after the pharmacodynamic $t_{\text{max}}$ (the time point associated with the peak QTc effect). However, the pharmacodynamic $t_{\text{max}}$ and time course of QTc changes are difficult to predict precisely and pharmacokinetic parameters, e.g., the pharmacokinetic $t_{\text{max}}$, are used to determine the number and timing of post-dose ECG recordings. It is worth noting that this approach relies on the assumption of a direct QTc-concentration relationship (direct and lag-phase [hysteresis] QTc-concentration relationships are discussed in Section 4.4).

Without major metabolites, at least four post-dose ECG recording time points need to be considered to adequately characterize the time course of QTc changes: before the pharmacokinetic $t_{\text{max}}$, around $t_{\text{max}}$, “slightly” after $t_{\text{max}}$ and at an anticipated trough point. The time points around $t_{\text{max}}$ must account for both individual differences in pharmacokinetics and hysteresis. The pharmacokinetic $t_{\text{max}}$ tends to be highly variable and thus multiple post-dose ECG recordings are generally included around the pharmacokinetic $t_{\text{max}}$. In addition, when metabolites are present, ECGs need to be taken around the metabolite-specific $t_{\text{max}}$ points as well.

In general, it is clear that the more post-dose ECG recordings are taken the better the time course of the QTc effect will be estimated. However, as explained in Section 4.2.2, the multiplicity burden increases with the number of post-dose ECGs, i.e., including too many post-dose ECGs increases the likelihood of incorrectly concluding that the test drug induces QTc prolongation and reduces the statistical power of the study. The trial sponsor needs to find a balance between the requirement to accurately characterize the time course of QTc changes and the study power.

Lastly, as stated in Section 3.4, the positive control is typically required to be administered in a blinded fashion. Therefore, it is important to use the same ECG collection schedule across the treatment periods (in cross-over studies) or treatment arms (in parallel-group studies).
4. Analysis strategies in thorough QT studies

4.1. Correction of QT interval for heart rate

It was pointed out in Section 2 that the assessment of drug-related changes in QT interval is complicated by the fact that its duration depends on a large number of physiological factors. The most important of these factors is the heart rate. The length of QT interval is inversely proportional to heart rate or, equivalently, proportional to RR interval. To remove the confounding effect of heart rate or RR interval on the length of QT interval, a corrected QT interval (QTc interval) is commonly introduced. QTc interval is defined as the QT value that would have been observed if heart rate had been 60 bpm or RR interval had been 1 sec. Popular approaches to QT interval correction are described in this section.

4.1.1. Fixed QT correction methods

The first two widely used QT correction formulas were proposed by Bazett (1920) and Fridericia (1920):

\[
\begin{align*}
QTc &= QT / \sqrt{RR} \quad \text{(Bazett square-root correction)}, \\
QTc &= QT / \sqrt[3]{RR} \quad \text{(Fridericia cube-root correction)}.
\end{align*}
\]

These and other QT correction formulas proposed in the literature (for example, Framingham formula, Sagie et al, 1992) are known as fixed or historical population QT corrections. They perform well only if a large number of restrictive conditions are satisfied, e.g., the actual QT-RR relationship for all subjects is close to the one assumed by the correction formula, the heart rate does not change over time, etc. If the test drug affects the heart rate, the corrections become unreliable, i.e., they are likely to underestimate or overestimate the true QTc effect (Dmitrienko and Smith, 2002, 2003). The Fridericia QT correction tends to perform better than the Bazett correction in this case but it still needs to be used with caution.

---

7 To illustrate the performance of the Bazett and Fridericia corrections in the presence of drug-induced heart changes, consider the alfuzosin and tolterodine QT studies. Extramiana et al (2005) examined the Bazett and Fridericia corrections in a study that evaluated proarrhythmic potential of alfuzosin, an α1-blocker known to increase heart rate. Even through the supratherapeutic dose of alfuzosin (40 mg) induced a fairly modest heart rate increase (mean change, 3.7 bpm), the use of fixed QT corrections led to a substantial probable overestimation of QTc effect. The treatment differences (95% CI) for the Bazett and Fridericia corrections were 10.8 (7.2, 14.4) msec and 6.9 (4.2, 9.5) msec, respectively. In comparison, the treatment difference and upper limit of a 95% CI were around 2.5 and 4.7 msec, respectively, for QT correction methods (based on Holter monitoring) that were developed specifically for the analysis of QTc effect for compounds that induce heart changes. Further, Malhotra et al (2007) reported the results of the tolterodine QT study. The mean increase in heart rate associated with a supratherapeutic dose of tolterodine was 6.3 bpm. The use of the Bazett correction led to an probable overestimation of the true treatment difference in QTc interval (mean difference, 11.9 msec; 90% CI, 8.1-15.8 msec) and the Fridericia correction produced a much lower estimate of the true treatment difference (mean difference, 5.6 msec; 90% CI, 1.5-9.8 msec). To assess the performance of the Fridericia correction in this study, it is instructive to compare these results to the estimated treatment difference based on a more reliable QT...
Despite this limitation, fixed QT corrections are widely used in clinical practice and are generally required to be included in thorough QT studies to provide supportive evidence. ICH E14 (Section 3.1) emphasizes that “QT interval data corrected using Bazett’s and Fridericia’s corrections should be submitted in all applications, in addition to QT interval data corrected using any other formulae.” However, since the Bazett QT correction is considered less reliable than the Fridericia QT correction, there has been a trend to put less emphasis on the former in thorough QT studies. The Bazett correction was not used in the vardenafil QT study (Morganroth et al, 2004) and was treated as the least reliable correction method in all other thorough QT studies.

4.1.2. Data-driven QT correction methods

Data-driven QT correction methods are becoming increasingly popular in clinical trials including routine ECG assessments as well as thorough QT studies. Unlike fixed corrections, such as the Bazett or Fridericia corrections, data-driven corrections take into account key features of the patient population (such as gender and age distribution) studied in each individual trial and thus lead to a better understanding of the QT-RR relationship and drug-related QTc effects (Dmitrienko et al, 2005). Hollister and Montague (2005) recommended that data-driven QT correction methods, including study population, individual and model-based, be used in the analysis of QT data in regular clinical studies and thorough QT studies.

Study population QT correction method

The most basic form of a data-driven QT correction method is a population-based QT correction specific to an individual study. A study population QT correction formula is computed from drug-free (off-treatment) ECG recordings using the methodology similar to the one utilized by Sagie et al (1992). A linear or log-linear regression model (other models could be used as well) is fitted to pooled off-treatment ECG recordings,

\[
 QT = a + bRR \quad \text{(linear regression)},
\]

\[
 \log QT = c + d \log RR \quad \text{(log-linear regression)},
\]

and the estimated slopes \(b\) or \(d\) are used to define linear or log-linear QT correction formulas,

\[
 QTc = QT + b(1 - RR) \quad \text{(linear population QT correction)},
\]

\[
 QTc = QT / RR^d \quad \text{(log-linear population QT correction)}.
\]

Such population QT corrections rely on a number of assumptions, including the assumption of a constant QT-RR relationship across subjects and time points within each subject (Hollister and Montague, 2005), and tend to perform poorly if the conditions are not met.
Study population QT corrections were utilized in several thorough QT studies as a secondary correction method; see, for instance, tolterodine QT study (Malhotra et al, 2007).

**Individual QT correction method**

Study population QT corrections assume that the QT-RR relationship is the same for all subjects enrolled in a thorough QT study and that a single model best describes this relationship across all subjects. However, there is increasing amount of evidence that the relationship varies substantially from individual to individual (Malik, 2001; Malik et al, 2002) and thus individual (subject-specific) QT correction formulas are likely to improve the assessment of QTc effects compared to a population-based QT correction. In fact, the individual QT correction method is recommended as “most suitable for the ‘thorough QT/QTc study’ and early clinical studies” in ICH E14 (Section 3.1.2).

Within the individual correction framework, a QT correction formula is derived for each subject using his or her off-treatment ECG recordings. For example, QT and RR measurements collected during four run-in placebo periods as well as placebo treatment period in a four-period cross-over design were used to compute a QT correction formula for each subject in the alfuzosin QT study (Extramiana et al, 2005). Both linear and log-linear regression models (as well as other models) can be used to calculate individual QT corrections. This process is similar to the one used in the derivation of population-based QT corrections, i.e., QTc interval for each subject and each time point can be defined as

\[ QTc = QT + b(1 - RR) \] (linear individual QT correction),

\[ QTc = QT / RR^d \] (log-linear individual QT correction),

where \( b \) and \( d \) are the subject-specific correction factors (estimated slopes) obtained from linear and log-linear models, respectively.

The approach described above uses a fixed QT-RR regression model to derive individual QT correction formulas for all subjects. Alternatively, one can consider a more flexible individual correction method that selects the best regression model for each subject from several candidate models. Malik et al (2004) utilized this method to calculate individual QT corrections based on the best subject-specific models selected from 12 candidate models. The flexible individual QT correction method led to an improvement compared to the standard correction method (in terms of the precision of an estimated treatment effect and required sample size).

---

8 Further, a recent advance (Malik, 2008, personal communication) in the computation of the individual correction factor has involved the use of an average of multiple RR intervals surrounding an “individual” QT measurement (based on the standard “measurement” from a 10-second ECG [approximately 12 actual QRS-T complexes from 12 leads]). This can be accomplished by averaging RR intervals across all replicate ECGs collected around a time point of acquisition and using this common, average RR to correct replicate QT intervals. Most commonly, 3 to 7 RR intervals are averaged together and used to compute 3 to 7 distinct QTc values. More RR intervals can be employed if continuous 12-lead ECGs are used for data acquisition.
A sufficiently large number of ECG recordings per subject is typically required to compute reliable individual QT correction formulas, e.g., Hollister and Montague (2005) gave the following rule of thumb, “20 to 50 off-treatment observations per subject are needed for use of an individual correction, with more being better.” The actual number of recordings depends on a number of factors, including the range of heart rate values for each subject. If QT variability is low, the range of heart rates is fairly wide and heart rate values are distributed evenly over this range, a smaller number of recordings may be sufficient. However, in general, the individual QT correction approach becomes unreliable with less than 10 recordings per subject, especially if the test drug affects heart rate. A model-based approach can be applied to facilitate the estimation of individual QT-RR relationships and derivation of individual QT corrections with a limited number of ECG recordings per subject (Ma et al, 2008).

The individual QT correction approach was utilized as a primary or secondary correction method in all thorough QT studies.

**Model-based QT correction method**

Statistical modeling can improve the performance of popular QT correction methods by taking into account the correlations among repeated ECG recordings for each subject and drug-induced heart rate changes. For example, the model-based QT correction method proposed by Dmitrienko and Smith (2003) relies on modeling changes in QT interval as a function of changes in RR interval to determine a heart rate-independent estimate of the treatment difference (this estimate corresponds to the zero change in RR interval). This QT correction method enables the trial’s sponsor to perform a reliable analysis of QT changes independent of RR changes when the test drug affects heart rate. In addition, the method performs as well as (and sometimes better than) population QT corrections when no heart rate effect is present. Other model-based approaches to analyzing the QT-RR relationship were discussed by Shah and Hajian (2003).

To facilitate the comparison between the population and model-based QT correction methods, note that the population correction is reliable only over the range of RR values (or heart rate values) observed on off-treatment days. The population correction may be suspect and may not perform well when the test drug produces a marked change in heart rate and thus the RR range shifts to the left or the right on the treatment days compared to the off-treatment days. However, for the model-based QT correction method to be valid, one needs to assume that, as the RR range is shifted, the shape of the QT-RR relationship remains constant, i.e., the test drug does not affect the slope of the QT-RR relationship. It is generally accepted that the constancy of this relationship holds true, at least without significant alterations in the autonomic tone. However, it is theoretically possible that this relationship can be altered by the test drug and there is some evidence to support the possibility of a change over time (Morganroth et al, 1991; Extramiana et al, 1999). If this does occur, it may be impossible to conduct a valid thorough QT study because an altered QT-RR relationship may break the link between changes in QTc interval and changes in the ventricular repolarization rate. In particular, observed QTc changes may become an artifact of changes in the slope of the QT-RR relationship and lose their clinical relevance.
The model-based correction method developed by Dmitrienko and Smith (2003) was used as a key secondary correction method in the tadalafil QT study (Beasley et al, 2005) and duloxetine QT study (Zhang et al, 2007).

4.2. Comparison of test drug and positive control to placebo

4.2.1. Two-fold objective

Thorough QT studies are designed to evaluate QTc effects of a test drug, placebo and a positive control. The main objective of thorough QT studies is two-fold:

- Demonstrate that the test drug does not prolong QTc interval compared to placebo (non-inferiority test).

- Demonstrate that the study is capable of detecting prolongation of the QTc interval by a positive control compared to placebo (classical superiority test). This is referred to as the assay sensitivity analysis.

Patterson, Jones and Zariffa (2005) pointed out that other comparisons can be performed in thorough QT studies, for example, a direct comparison between the test drug and the positive control; however, it is uncommon to do this. A head-to-head comparison of this type was performed in the tadalafil QT study (Beasley et al, 2005) to demonstrate that the magnitude of QTc prolongation for the test drug was significantly lower than for the positive control (a “secondary” test of lack of effect).

The analysis corresponding to the first objective is clearly defined in ICH E14 (Section 2.2.4). The test drug is said to lack a QTc prolongation potential (be non-inferior to placebo) if the upper bound of the one-sided 95% confidence interval for the largest time-matched mean difference between the drug and placebo excludes 10 msec⁹ (see Section 2.3 for a discussion of the possible need to use more rigorous definitions of success in thorough QT studies). By contrast, the second objective is defined in a more ambiguous manner. It is stated in ICH E14 (Section 2.2.1) that assay sensitivity will be established if the mean difference between the positive control and placebo is close to 5 msec (this value is chosen because it represents the threshold of regulatory concern). The following interpretations of this definition have been proposed:

- Assay sensitivity will be established if the lower bound of the one-sided 95% confidence interval for the mean difference between the positive control and placebo is greater than a pre-specified threshold such as 5 msec at one or more post-dose time points. This criterion, by itself, does not appear to be consistent with the ICH E14 statement regarding the requirement for demonstrating assay sensitivity. In fact, with this only criterion it is easy to demonstrate assay sensitivity simply by selecting a positive control with a large QTc effect, which will defeat the purpose of including a positive control in a thorough QT study (Morganroth, 2005). The FDA at the present time emphasizes this approach to the assay sensitivity analysis.

---

⁹ This statement is commonly interpreted as follows: There is no evidence of drug-induced QTc effects if the upper bound of the one-sided 95% confidence interval is below 10 msec at all post-dose time points. Other interpretations/approaches to the analysis of the peak QTc effect are discussed in Section 4.2.2.
• Other regulatory bodies, e.g., Canadian regulatory authorities, rely on alternative interpretations. They are becoming concerned about the use of positive controls with excessively large QTc effects because they miss the 5-msec target that should be used in the assay sensitivity analysis. As a result, assay sensitivity is defined as the requirement to show that the positive control is statistically different from placebo at one or more post-dose time points and the mean difference between the positive control and placebo is close to 5 msec, e.g., it is less than 10 msec.

4.2.2. Multiplicity issues

The comparisons of the test drug and positive control to placebo are performed based on multiple post-dose ECG recordings, for example, the test drug was compared to placebo at 3, 4, 6 and 24 hours after dosing in the tadalafil QT study (Beasley et al, 2005). The multiple comparisons lead to a higher probability of incorrectly concluding that the test drug induces QTc prolongation (lower power) and a higher probability of incorrectly establishing assay sensitivity. These multiplicity issues are discussed below.

Comparison of the test drug to placebo

As was stated in Section 4.2.1, the popular interpretation of the definition of a negative thorough QT study relies on the so-called intersection-union test (Berger, 1982). Specifically, the comparison between the test drug and placebo requires no adjustment for multiplicity and thus standard one-sided 95% confidence intervals are used at all post-dose time points. In this case, the trial’s sponsor encounters the effect known as reverse multiplicity (Offen et al, 2007). The probability of incorrectly detecting a significant QTc effect (failing to detect lack of effect) is higher than that associated with a single comparison. In fact, this probability increases (or, equivalently, the statistical power decreases) with the number of post-dose time points (Patterson et al, 2005).

As an illustration, consider a thorough QT study that employs a cross-over design and assume that the treatment difference is computed using Definition D2 introduced in Section 4.3. Further, suppose the study is powered at 95% when the true mean treatment difference is 5 msec. Using the sample size methodology developed in Zhang, Dmitrienko and Luta (2008), 35 subjects are required if the comparison between the test drug and placebo is performed at a single post-dose time point. If 5 and 10 post-dose time points are included in the study design, the sample size needs to be increased by 43% (50 subjects) and 60% (56 subjects), respectively.

Several authors discussed other interpretations of the definition of a negative thorough QT study, including those that account for multiplicity issues arising in the comparison of the test drug to placebo (Eaton et al, 2006; Boos et al, 2007). These issues can be addressed by employing a statistical method that accounts for the number of post-dose time points and correlations among the estimated treatment differences at these time points. The method results in an adjusted confidence interval for the largest time-matched treatment difference and, as a consequence, maintains the power of the study at the desired level. The width of adjusted interval depends on a number of factors. In

10 These analyses were performed along with a comparison based on the QTc difference associated with the individual highest plasma concentration at the post-dose time points.
general, the interval becomes narrower (and thus the power improves) as the number of time points is increased or weaker correlations among the treatment differences are observed at the post-dose time points\textsuperscript{11}.

To the best of our knowledge, the methodology based on multiplicity-adjusted confidence intervals has not yet been accepted by regulators. At this time, the only acceptable means of addressing this issue is to increase the sample size in order to achieve the desired power, based on the number of comparisons that can be made (number of post-dose time points at which ECGs are collected). However, we believe this is an important issue and further efforts will be required to find an appropriate solution to this multiplicity problem in thorough QT studies.

**Comparison of the positive control to placebo**

The assay sensitivity analysis (comparison between a positive control and placebo) leads to a different type of a multiplicity problem. Is was explained earlier in this section that assay sensitivity is usually defined in terms of a statistically significant difference between the positive control and placebo at one or more post-dose time points. Due to the multiple comparisons, the probability of demonstrating assay sensitivity is inflated. In order to avoid the inflation, the clinical trial sponsor can consider the following two options:

- Perform the assay sensitivity analysis at a fewer post-dose time points. Since the effect of a positive control on QTc interval is generally well understood, it is reasonable to restrict the control-placebo comparisons to the time points when the QTc effect of the positive control is most pronounced. For example, if moxifloxacin 400 mg serves as the control, significant QT interval prolongation is likely to occur during the 2-4-hour window after the dose and the sponsor can consider excluding the post-dose ECG recordings collected after 10 hours post-dose from the assay sensitivity analysis.

- Perform a multiplicity adjustment. When performing this adjustment, it is important to utilize a multiple testing procedure that takes into account correlations among the estimated treatment differences at post-dose time points (e.g., resampling-based multiplicity adjustments, Westfall and Young, 1993). Basic multiple tests such as the Bonferroni test need to be avoided because they tend to be very conservative in multiplicity problems of this kind.

**4.3. Definition of the treatment difference for QTc interval**

The outcome of a thorough QT study depends heavily on the definition of the treatment difference between the test drug/positive control and placebo. An “optimal” definition of

\textsuperscript{11} Using a cross-over thorough QT study with 4 periods and 9 post-dose time points as an example, Boos et al (2007) demonstrated that the adjusted confidence interval for the largest time-matched treatment difference is about 30% narrower than the commonly used naïve confidence interval. For instance, if the largest mean time-matched treatment difference between the test drug and placebo is 5.5 msec, the upper limit of the adjusted upper confidence limit obtained using four different methods proposed in this paper varies between 9.2 and 9.4 msec whereas the naïve upper confidence limit is 11.0 msec.
the treatment difference is expected to minimize the standard error of treatment effect estimates (or, equivalently, minimize the width of confidence intervals for the true treatment effect) in order to improve the power of a thorough QT study. Additionally, this “optimal” definition will minimize the bias of treatment effect estimates (i.e., result in an observed point estimate that approaches the true mean difference).

To introduce several popular definitions of the treatment, consider a single-dose thorough QT study described in Section 3.3 with a cross-over design. The study includes a common lead-in day at the beginning of the study, two lead-in days at the beginning of the test drug, positive control and placebo periods and a single dosing day for each of the three experimental treatments (see Figure 2). Day A represents the common lead-in day at the beginning of the study. Days B and C are the lead-in days at the beginning of the test drug/positive control periods and, similarly, Days E and F are the lead-in days at the beginning of the placebo period. Days D and G are the dosing days (test drug/positive control and placebo, respectively). The test drug/positive control and placebo are administered at the time point \( t_0 \) on the dosing day. ECG recordings are taken immediately prior to administration of treatment at \( t_0 \) and at multiple post-dose time points on all lead-in and dosing days. For the sake of simplicity, only one post-dose time point (\( t_1 \)) is shown in Figure 2 (in actual studies, ECG data will be collected at multiple post-dose time points \( t_1, \ldots, t_n \)).

The following definitions of the treatment difference can be used in the thorough QT study described above\(^\text{12} \). To simplify the notation, let \( A_0 \) denote QTc interval at the pre-
dose time point $t_0$ on Day A, $A_1$ denote QTc interval at the post-dose time point $t_1$ on Day A, etc.

**Single-delta definitions**

- **Definition S1.** The analysis is based on the treatment difference $D_1 - G_1$.

  Similar definitions can be constructed by introducing covariates, e.g., one can perform the analysis of QTc interval based on the treatment difference $D_1 - G_1$ adjusted for:
  - $D_0$ and $G_0$.
  - $C_1$ and $F_1$.
  - $(B_1+C_1)/2$ and $(E_1+F_1)/2$.
  - $A_1$.

**Double-delta definitions**

- **Definition D1.** The analysis is based on the treatment difference $(D_1-A_1)-(G_1-A_1)$ [note that it reduces to $D_1 - G_1$ and is therefore equivalent to Definition S1].

- **Definition D2.** The analysis is based on the treatment difference $(D_1-D_0)-(G_1-G_0)$.

- **Definition D3.** The analysis is based on the treatment difference $(D_1-C_1)-(G_1-F_1)$.

- **Definition D4.** The analysis is based on the treatment difference $(D_1-(B_1+C_1)/2)-(G_1-(E_1+F_1)/2)$.

As in the case of single-delta definitions, one can consider treatment difference definitions adjusted for covariates.

**Triple-delta definitions**

- **Definition T1.** The analysis is based on the treatment difference $((D_1-D_0)-(C_1-C_0))-((G_1-G_0)-(F_1-F_0))$.

- **Definition T2.** The analysis is based on the treatment difference $((D_1-D_0)-(B_1+C_1)/2-(B_0+C_0)/2))-((G_1-G_0)-(E_1+F_1)/2-(E_0+F_0)/2))$.

Again, one can also introduce covariate-adjusted triple-delta definitions of the treatment difference.

Some of the definitions on this list have never been used in practice and others have attracted more attention; however, all of them may need to be examined when the trial’s sponsor is assessing pros and cons of available options. The following definitions have been used in recently conducted thorough QT studies:

- **Definition T1** was used in the tolterodine QT study (Malhotra et al, 2007); it was referred to as the placebo-subtracted time-matched change from baseline.

---
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• Definition T2 was used in the tadalafil QT study (Beasley et al, 2005).

**Other definitions**

An important property of the definitions of the treatment difference discussed so far is that they are robust to systematic changes in QTc interval, e.g., circadian changes in QTc duration. The definitions rely on time-matched comparisons and produce the same result regardless of the pattern of systematic circadian changes as long as the pattern is constant across subjects and study days.

If circadian changes are treated as random noise (i.e., QTc interval is not expected to change throughout the day in a predictable pattern), other definitions of the treatment difference can be considered. For example, if multiple time points of QTc acquisition are used on the lead-in days (e.g., B1-Bn, C1-Cn, E1-En, F1-Fn rather than just B1, C1, E1, F1), the corresponding QTc values can be averaged and the averages can be used to define the treatment difference. To illustrate, let C1* and F1* denote the average QTc values on Days C and F, then Definition D3 can be modified as follows:

• Definition D3*. The analysis is based on the treatment difference (D1-C1*)-(G1-F1*).

It is clear that this approach moves away from the concept of time-matched comparisons inherent in Definition D3. The advantage of this alternative definition is that, under the assumption of random circadian changes, Definition D3* would provide richer signal averaging compared to Definition D3.

**Comparison of treatment difference definitions**

Although a comprehensive comparison of the definitions given above is yet to be performed, the performance of selected definitions has been evaluated in terms of the precision of the treatment effect estimate. Zhang, Dmitrienko and Luta (2008) computed the standard errors of the estimated treatment difference for Definitions S1, D2, D3 and T1 and utilized this information to perform sample size calculations in cross-over and parallel-group thorough QT studies. Using the QTc data collected in four thorough QT studies conducted at Eli Lilly and Company, Zhang et al showed that Definitions S1 and D2 are associated with the most precise estimates of the treatment difference. Definitions of the treatment difference that use a lead-in day at the beginning of each period (e.g., Definitions D3 and T1) tend to increase the variability of the treatment difference because a lead-in day essentially provides a double control.

In addition, as with selection of the number of replicates for signal averaging in Section 3.5, the choice of a treatment difference definition can be driven by other criteria, e.g., the bias of the resulting estimate of the treatment effect. Ideally, if a placebo is compared to a placebo in a thorough QT study, the point estimate of the treatment difference for an “optimal” definition should be 0 (assuming that other aspects of the study design and analytical procedures are optimized).
4.4. QTc-exposure analysis

Although ICH E14 does not provide much information about QTc-exposure analysis\textsuperscript{13}, it is commonly recognized that characterization of the exposure-response relationship for QTc changes is a key component of cardiac safety assessment. The exposure-response relationship is examined to understand QTc effects at exposure levels that are substantially higher than those associated with the therapeutic doses. To facilitate the evaluation of the exposure-response curve, PK samples need to be collected at the time of ECG recordings\textsuperscript{14}.

The analysis of the relationship between drug exposure and changes in QTc duration is based on modelling a direct effect of the test drug’s plasma concentration on QTc prolongation (separate analysis of the parent compound and metabolites may be required when metabolites are present). Specifically, changes in QTc interval are plotted against plasma concentrations and an appropriate regression model (linear or sigmoid) is used to estimate the slope of the exposure-response relationship and predict the maximum QTc effect. This effect is evaluated at the point corresponding to the mean (or median) subject-specific maximum plasma concentration. The mean treatment difference and upper bound of the associated one-sided 95\% confidence interval are typically used to summarize the maximum effect of the test drug on QTc interval (Garnett et al, 2008). As an illustration, Figure 3 displays a QTc-concentration plot with the estimated mean treatment difference and one-sided 95\% confidence limit.

\textsuperscript{13} It is stated in ICH E14 (Section 3.2.3) that this area is currently under active investigation.

\textsuperscript{14} Note that it is critical to draw blood samples after taking ECG recordings to avoid undesirable effects on ECG outcomes and their quality.
The advantage of this approach to defining the maximum QTc effect is that, unlike the standard analysis of drug-related QTc changes described in Section 2.2.4 of ICH E14, it is not affected by reverse multiplicity (see Section 4.2.2) and takes into account exposure information. Although the QTc-exposure analysis is unlikely to be viewed as a definitive method for the assessment of drug-related QTc effects, it can serve as a reasonable supportive analysis with caveats discussed below.

An important underlying assumption for this analysis is that the QTc-concentration relationship is a direct one. In other words, the QTc effect is immediately associated with the plasma concentration and thus the maximum physiological effect (QTc prolongation) is achieved when the plasma concentration reaches its peak level. The maximum QTc effect may occur after the pharmacokinetic $t_{\text{max}}$, due to a delay in the distribution from plasma to cardiac tissue. In this case, the QTc-concentration relationship has a lag-phase form (hysteresis of the QTc-concentration relationship is observed). Unless prior information is available to support the hypothesis of a direct effect, it appears unreasonable to rule out the possibility of a lag-phase QTc-concentration relationship. In fact, publications in this area suggest that drugs with a QTc prolongation potential are likely to exhibit a delayed QTc effect. Examples include

- Anti-arrhythmic drugs. Intravenous administration of dofetilide, a class III antiarrhythmic drug, was shown to produce a hysteresis of the concentration-QTc relationship (Le Coz et al, 1995).

- Antipsychotic drugs. A counter-clockwise hysteresis loop was observed with the maximum QTc effect delayed by 3 hours compared to the pharmacokinetic $t_{\text{max}}$ after a single oral dose of 50 mg of thioridazine (Salih et al, 2007).

- Antibiotics. Moxifloxacin, commonly used as a positive control in thorough QT studies, produces a 1-2-hour delay in the maximum QTc effect (Malhotra et al, 2007).
In order to account for a delayed QTc effect, an indirect-response approach based on an exposure-response model with a pharmacological effect compartment can be used (see, for example, Shi et al, 1995). This approach enables the trial sponsor to predict the concentration range associated with the target QT effect (Hollister and Montague, 2005). It is worth noting that further research is required to better characterize statistical properties of this approach (Type I error rate, robustness, etc).

Other important considerations that need to be taken into account when the QTc-exposure analysis is performed include:

- It is critical to account for circadian changes in QTc duration in the QTc-exposure analysis, e.g., define the treatment effect by comparing QTc changes in the test drug period (cross-over studies) or test drug arm (parallel-group studies) to time-matched QTc changes in the placebo period or arm, or explicitly model the circadian component (Piotrovsky, 2005).

- Since the parent compound and metabolites may have a synergistic effect on QTc interval (see, for example, Salih et al, 2007), QTc-exposure analysis can be performed for major metabolites.
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